Linear Algebra I
30/01/2018, Tuesday, 14:00 — 17:00

You are NOT allowed to use any type of calculators.

1 Linear systems of equations (24+3+4+3+2+4+2+3=15pts)

Consider the linear system of equations

2r — y 4+ 3z = a
r — y + z = b
v — 2y + 12z =

in the unknowns z, y, and z.
(a) Write down the corresponding augmented matrix.
(

b

Put it into the row echelon form.

d

)

)
(¢) Determine the values of a, b, and ¢ such that the system is consistent.
(d) Determine the lead and free variables when the system is consistent.

)

(e) Find the solution set.

REQUIRED KNOWLEDGE: Gauss-elimination, row operations, row echelon form, con-
sistency, and set of solutions.

SOLUTION:

la: The augmented matrix is given by

2 -1 3|a
1 -1 1]|%b
7T -2 12| ¢

1b: By applying row operations, we obtain:

-1 3a _ 1 -1 1 b
1 -1 1|{b|——— 1|2 -1 3|a 0 1 1|a—-2b
-2 12| ¢ 7T =2 12| ¢ 0 5 5|c—7b
1 -1 1 b 1 -1 1 b
0 1 1]la—-2b ©-© @ 0 11 a—2b
0 5 5|c—T7b 0 0 O0|c—>5a+3b

1c: The system is consistent of and only if ¢ = 5a — 3b.

1d: When ¢ = 5a — 3b, the lead variables are x and y whereas z is the free variable.



le: From the echelon form, we see that
y=a—2b—z

and
r=b+y—z=a—-b—-2z

This leads to the general solution




2 Determinants (54+6+4 =15 pts)

Consider the n x n matrix of the form

2 10 0 0 0
1210 0 0
0121 00
B, — |00 1 2 00
000 0 2 1
0 0 0 0 1 2]

Let D,, = det(B,).
(a) Find Dy, Dy, and Ds.

(b) Expand along the first row and find numbers a and b such that D,, = aD,,—1 + bD,,_5 for
n > 3.

(¢) Prove by induction on n that D,, =n+ 1 for n > 3.

REQUIRED KNOWLEDGE: Determinants, row/column operations.

SOLUTION:

2a: Note that

2 1
1 2

O =N
— N =
o= O

B, =2, Bzz[ } and Bz =

Then, we have
D1 = 2, D2 = 3, and D3 =4.

2b: By expanding along the first row, we get

2 10 0 0 0
1210 0 0
01 2 1 0 0
D, =0 0 12 0 0
000 0 2 1
000 0 12
2 1 0 00 110 0 0
121 00 2 1 0 0
01 2 00 |01 2 0 0
=92. -
000 - 21 (000 - 21
000 - 12 000 - 1

Now, we observe that the first determinant on the right hand side equals D,,_;. Expanding
the second one along the first column, we see that it equals Dy. This means that

D, =2D,_1 — D,_».
2c: From (2b), we already know that D3 = 4. Assume that there exists n such that

Dk:k‘—‘rl



for all £ with 3 < k < n. Note that
Dn+1 :2Dn_Dn71 22(n+1)—n=n+2

Hence, D, =n+1 for all n > 3.




3 Vector spaces (74 8 = 15 pts)

€ R™™ | AX + XA = 0}. Show that S(X) is a subspace of

(a) Let X € R™*™ and S(X) =
?1) §}, find a basis for S(X) and find its dimension.

{A

R™*™ For n =3 and X = [§

(b) Let @ and b # 0 be real numbers. Consider the functions f(x) = e**sin(bx), g(z) =
e cos(bx) and the subspace S = span(f, g) of the vector space of continuous functions. Let
L:S — S be given by L(h) = h” where h” denotes the second derivative of h. Show that
L is a linear transformation. Find its matrix representation relative to the basis (f, g).

REQUIRED KNOWLEDGE: Vector spaces, subspaces, basis, dimension, linear trans-
formations, matrix representations.

SOLUTION:

3a: To show that S(X) is a subspace, we begin with the observation that 0,,x, € S(X), that
is S(X) # @. Let a be a scalar and A € S(X). Note that

(ad)X + X(aA) = a(AX + XA) =0.

Hence, we obtain oA € S(X). This means that S(X) is closed under scalar multiplication. Now,
let A and B belong to S(X) and note that

(A+B) X +X(A+B)=(AX+XA)+ (BX + XB) =0.
Thus, we see that A + B € S(X). This means that S(X) is closed under vector addition. Conse-

quently, S(X) is a subspace.

Let n=3 and X = [%é%]. Suppose that

a1 ai2 ais
A= |ao1 ass as3| € S(X)
a3y asz as3

By definition of S(X), we have

_all aip 0Aai1s 0 1 0 _0 1 0 ai; aiz ais
0=AX + XA= a21 Q22 0423 0 0 0]+10 0 O a21 Q22 A923
|a31 a32 as3 0 0 O _O 0 0 azy a3z ass
0 ann O a1 Az  Go3 Cl11 +az a3
=10 an 0O+ |0 0 0 0
0 az O 0 0 0| 0

As such, we obtain a1 + ass = 0, as; = asz = az; = 0. Therefore, A must be of the form

a b ¢
A=10 —a 0
0 d e
1 0 0 010 0 0 1 0 0 0 0 0 0
=a|0 -1 O|+b(0 0O O|+c|0O O Of+d[0 O O|+e€]0 O O
0 0 O 0 0 0 0 0 0 01 0 0 0 1
Hence, we see that the matrices {{(1) —018} , [8(1)8} , [88(13} , [888} , {888]} span the subspace
000 000 000 010 001
S(X). Also note that they are linearly independent. This means that they form a basis and the

dimension of S(X) is 5.
3b: Let o and B be scalars and h and j belong to S. Note that

L(ah + Bj) = (ah + Bj)" = ah” + 85" = aL(h) + BL(j).



Therefore, L is a linear transformation.

In order to find the matrix representation, we need to apply the transformation on the basis
vectors. First note that

(e® sin(bx))/ = a(e* sin(bx)) + b(e*” cos(ba))
(e™ cos(bx))/ = —b(e*” sin(bz)) + a(e*” cos(bx)).
As such, we have
(e sin(b) ) = a*(e* sin(bx)) + ab(e®” cos(bx)) + ab(e™ cos(bx)) — b*(e** sin(bz))
= (a® — b*)(e** sin(bx)) + (2ab) (e*” cos(bz))
(e® COS(b(IJ)) = —ab(e*” sin(bz)) — b* (™ cos(bx)) + a® (e** cos(bx)) — ab(e® sin(bx))
= (—2ab) (e*" sin(bx)) + (a® — b*) (e™* cos(bx)).
Consequently, the matrix representation is given by

a2 —b®  —2ab
2ab a2 —b?|"




4 Least squares problem (15 pts)

Find the parabola of the form y = a + bx? that gives the best least squares approximation to the
points:

REQUIRED KNOWLEDGE: Least-squares problem, normal equations.

SOLUTION:

The corresponding least squares problem is given by

—_ = =

o
1
4_
This leads to the following normal equations:

b A= 1

Therefore, we obtain the least squares solution as

f=F 5 Pl-w (5 3105




5 Characteristic polynomial, determinant, and trace 54+ (1+2+3+4) =15 pts)

(a) Let M € R™" and p(s) = prps* +pr_15""1+---+p15+po be a polynomial. Show that if \ is
an eigenvalue of M then p()\) is an eigenvalue of p(M) = pp M*+pr_1 M* 14 4y M +po1,,.

(b) Let A € R™ " be such that A2 — A+ I,, = 0.

(i) Show that A is nonsingular.
(i

(iii

)
) Show that n is an even number.

) Show that the characteristic polynomial of A is (A2 — A +1)2.
)

(iv) Show that tr(A) = § and det(A) = 1.

REQUIRED KNOWLEDGE: Characteristic polynomial, eigenvalues, determinant, trace,
and determinant.

SOLUTION:

5a: Suppose that A is an eigenvalue of M. Then, there must exists a nonzero x such that Mz = A\z.
Note that M*z = A*z. This means that p(M)z = p(\)z. Since z is not zero, we can conclude
that p(A) is an eigenvalue of p(M).

5a: alternative Let x be such that Az = 0. Then, we have 0 = (A% — A+ I)z = x. Hence,
A is nonsingular.

5a: yet another alternative From A? — A 4 I = 0, we see that A — A2 = I. This leads to
A(I — A) = I. Therefore, A is nonsingular and I — A is its inverse.

5b: (i) From (5a), we know that if \ is an eigenvalue of A then A> — A\+1 must be an eigenvalue
of A2 — A+ 1. Since A2 — A+ I =0, we see that if ) is an eigenvalue of A then A\2 — A4+ 1 = 0.
Hence, we can conclude that all eigenvalues of A must be of the form % + @ Therefore, A is
nonsingular as zero is not an eigenvalue.

(ii) Suppose that n is odd. Since A is a real matrix, it must have a real eigenvalue. However,
we already know from (i) that all eigenvalues of A are nonreal. Therefore, n must be even.

(iii) Since nonreal eigenvalues of a real matrix must occur in conjugate pairs. It follows from
(i) that the characteristic polynomial of A is (A2 — A +1)%.

(iv) We know that the trace of a matrix is equal to sum of its eigenvalues whereas its de-
terminant equals the product of its eigenvalues. Note that (1 + @) + (3 - @) = 1 and

1+ V3)(L — ¥3) = 1. Therefore, it follows from (iii) that tr(A) = 2 and det(A) = 1.

2 /\2 2 2




6 Eigenvalues/vectors (I1+2+4+4+4=15pts)

Consider the matrix

a 2b 0
M=1|b a b
0 2b a

where a and b # 0 are real numbers.

Show that a is an eigenvalue of M.

(a
(

b) Find an eigenvector corresponding to the eigenvalue a.

d

)
)
(c¢) Find other eigenvalues of M and corresponding eigenvectors.
(d) Determine the values of a and b such that M is nonsingular.
)

(e) Is M diagonalizable? If so, find a diagonalizer.

REQUIRED KNOWLEDGE: Eigenvalues, eigenvectors, and diagonalization, matrix ex-
ponential.

SOLUTION:

6a: Note that

0 20 0
det(al — M)=det(|b 0 b[)=0
0 2 0

since the first and the third rows of M are the same. Therefore, a must be an eigenvalue.

6b: We need to solve the homogeneous system

0 26 0
O=(al—M)x=|b 0 b| |22| =0.

Since b # 0, we see that xo = 0. Since bx; + brs = 0, we see that

1
0
-1

is an eigenvector corresponding to the eigenvalue a.

6¢: The characteristic polynomial of M is given by

A—a —2b 0
detOAM —M)=det | —b A—a —b | =(\—a)®>—=20*(\—a)—2b*(\—a)
0 -2b A—a
=(A—a)®—4b’(\—a)
=(A—a) (()\ — a)2 — 4b2)

Therefore, we see that the eigenvalues are a and a =+ 2b.
For the eigenvalue a + 2b, the eigenvectors are nontrivial solution of the homogeneous system

2b —2b 0 [z
0=((a+20)I —M)x= |-b 20 —b| |zo| =0.
0 20 2b| |



Then, an eigenvector corresponding to the eigenvalue a + 2b is given by

1
1
1

For the eigenvalue a — 2b, the eigenvectors are nontrivial solution of the homogeneous system

—2b —2b Of |21
0={(a—20)I —-M)xz=| —b —2b —b| |z2| =0.
0 —2b —2b| |x3

Then, an eigenvector corresponding to the eigenvalue a — 2b is given by

1
-1
1

6d: We know that the determinant is the product of eigenvalues. Therefore, M is nonsingular
if and only if a # 0 and a # 2b and a # —2b.
6e: Since b # 0, eigenvalues are distinct. As such, M is diagonalizable. Alternatively, M is
diagonalizable since there are three linearly independent eigenvectors. A diagonalizer can be
obtained from the eigenvector as follows:

a 2b 0 11 1 1 1] |a 0 0
b a b 01 -1|=] 01 —-1| (0 a+2b 0
0 20 a| -1 1 1 -1 1 1] {0 0 a—2b




